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Abstract. Component-based software engineering (CBSE) has been gain-
ing popularity in parallel scientific computing, facilitating the creation
and management of large multidisciplinary, multideveloper application
codes and providing opportunities for improved performance and numer-
ical accuracy. The CBSE approach enables automation of traditionally
manual application configuration and tuning tasks. In addition to en-
capsulating data and functions, components enable the encapsulation of
nonfunctional properties (metadata) whose values affect the performance
of a component. By first automatically collecting performance data and
associated metadata, and then analyzing it to classify different meth-
ods, we can automate the selection of the best-performing component
instance among many functionally equivalent implementations. To sup-
port this adaptivity, we have designed a set of interfaces and components
for managing databases for performance and system information, anal-
ysis, and runtime control. We describe our initial implementations of
these interfaces and discuss their use in selecting linear solvers in inex-
act Newton methods for nonlinear partial differential equations (PDEs)
and dynamic selection of the most appropriate partitioning strategy at
runtime in combustion applications.

1 Introduction

As computational science progresses toward ever more realistic multiphysics and
multiscale applications, no single research group can effectively develop, select, or
tune all of the components in a given application, and no single tool, solver, or so-
lution strategy can seamlessly span the entire spectrum efficiently. Component-
based software engineering approaches help manage some of the complexity of
developing such large scientific applications. The Common Component Architec-
ture (CCA) [3,6] defines a component software engineering approach specifically
targeted at high-performance computing (HPC) applications. The CCA, like
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Fig. 1. CQoS middleware organization.

other component and service specifications, provides support only for basic ma-
nipulation of components, such as repositories, instantiation, connection, and
execution. Common interfaces enable easy access to suites of independently de-
veloped algorithms and implementations, and dynamic composability facilitates
switching among different implementations statically or during runtime. The
challenge then becomes how to make sound choices from among the available
implementations and parameters, with suitable tradeoffs among performance,
accuracy, mathematical consistency, and reliability. Such choices are important
both for the initial composition and configuration of an application and for adap-
tive control during runtime.

To at least partially automate the process of characterizing the performance
of component applications and selecting and configuring particular implemen-
tations, we have introduced the concept of computational quality of service
(CQoS) [20] for scientific applications. CQoS expands on traditional QoS ideas
by considering additional application-specific metrics, referred to as metadata,
that enable the characterization of the performance of high-performance com-
ponents. Before automating the selection of component instances, however, one
must be able to collect and analyze performance information and the related
metadata.

The conceptual organization of the middleware necessary to support auto-
mated configuration and dynamic adaptation of component applications is illus-
trated in Figure 1.

In the remainder of this paper we focus on the performance database in-
frastructure portion of the CQoS architecture. We present CCA interfaces and
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components that support the collection and management of performance data
and associated metadata and their use in two different parallel application con-
texts.

2 Database Interfaces and Components

The database interface design is intended to support the management and analy-
sis of performance and application metadata, so that the mapping of

Fig. 2. Database interfaces.

a problem to an implementation that can po-
tentially yield the best performance can be
accomplished statically or at runtime. Fig-
ure 2 shows the main interfaces and some of
their methods.

We introduce two types of components
for storing and querying CQoS performance
data and metadata. The database compo-
nent provides general-purpose interfaces for
storing and accessing data in a physical
database. The comparator interfaces com-
pare and/or match properties of two prob-
lems under user-specified conditions.

2.1 Comparator Components

There are three sets of interfaces associated
with a comparator component, Parameter,
ParameterSet, and Comparator. A Parame-
ter captures a single property of a problem,
e.g., a scalar representing mesh quality. A pa-
rameter is described by its name, data type,
and value. It is associated with a table in the
physical database. The Parameter interfaces
also support comparisons against another peer parameter under user-specified
conditions. A ParameterSet represents a group of related parameters, e.g., a set
of parameters that characterize an adaptive grid, or a set of scalar or boolean
linear system properties. Using the ParameterSet interfaces, users can create
and manage parameter set members. When selecting a solution method, the
time-dependent problem/system properties are described as one or more Pa-
rameterSets. The user or an automated adaptive heuristic can then match the
formatted parameter sets to a database to determine the best known solution
method or configuration. A Comparator defines the rules to compare two sets of
parameters. For instance, a Comparator can determine the closeness of two sets
of parameters, i.e., whether they are within ε of each other.
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2.2 Database Components

There are two classes of interfaces associated with a database component, DB
and Outcome. The application connects to a database component by using the
DB port, which handles (potentially remote) database connections, queries, and
storage and retrieval of parameters and parameter sets. The DB interface also
supports the query of experimental runs having parameter sets that satisfy user-
specified conditions (e.g., limiting the parameter set to a range of values). The
Outcome interface supports transformation of database results obtained by using
a DB query to user-readable format, as well as access to the individual data
elements.

The results of exhaustive analyses of properties for a number of problem in-
stances can also be stored in the database using the database interfaces. Before
the execution of an application, application-specific Comparator implementa-
tions help match the initial problem properties and system states against histor-
ical information to find a good initial solution method. During runtime, time-
dependent application and system characteristics are captured in metadata pa-
rameter sets. A runtime Comparator implementation can dynamically match the
metadata against a lightweight runtime database to determine the best known
method corresponding to the current application state.

3 Application Use Cases

We have employed the database components described in Section 2 in two dif-
ferent application contexts.

3.1 Flow in a Driven Cavity

The first parallel application that motivates and validates this work is driven
cavity flow [7], which combines lid-driven flow and buoyancy-driven flow in a
two-dimensional rectangular cavity. The resulting system of nonlinear PDEs has
the form

f(u) = 0, (1)

where f : Rn → Rn. We have selected this model problem because it has prop-
erties that are representative of many large-scale, nonlinear PDE-based appli-
cations in domains such as computational aerodynamics [2], astrophysics [9],
and fusion [27]. We use fully implicit Newton-Krylov methods (see, e.g., [18])
to solve Equation (1) through the two-step sequence of (approximately) solving
the Newton correction equation

(f ′(uk−1)) δuk = −f(uk−1),

in the sense that the linear residual norm ||f ′(uk−1))δuk+f(uk−1)|| is sufficiently
small and then updating the iterate via uk = uk−1 + δuk.

Our intent is to use the performance database components described in Sec-
tion 2 to implement adaptive linear solver components, such as those described
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in [4, 17, 19]. Figure 3 shows a Ccaffeine [1] GUI snapshot of the database and
comparator components used to manipulate the performance information for the
driven cavity application.

Fig. 3. Database and comparator components used in the driven cavity application.

The performance data is stored in the database by using the MetDB compo-
nent, which provides the MetaDB port. Two components provide the Compara-
tor port: the PropertyComparator and the PerfComparator. The PropertyCom-
parator component is used to match a particular application instance to one
for which we have stored performance information in the database. Currently
our matching algorithm uses the matrix metrics computed with Anamod [8].
The PerfComparator component analyzes the application-specific performance
information to determine the best performing configuration, currently using a
least squares approach.

3.2 Combustion

The Computational Facility for Reacting Flow Science project [21] has developed
a CCA toolkit for simulating flames on block-structured adaptive meshes. These
simulations start with a coarse and uniform grid. The grid is then recursively
refined in areas where the accuracy is too low, creating a dynamic grid hierarchy
that always conforms to the maximum acceptable error.

For efficient use of the toolkit on parallel computers, the dynamic resource
allocation makes it necessary to repeatedly repartition and redistribute the grid
hierarchy over the participating processors. The partitioning process must not
only take the computations and the CPU performance into account, but also
all other factors that contribute to the run-time: communication volume, syn-
chronization delays, data migration between partitions and the performance and
utilization of the interconnect. Thus, to minimize the run-time, the current state
of the application and the hardware must both be considered. This is non-trivial
because the basic conditions for how to allocate hardware resources may change
dramatically during run-time.
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No single partitioning algorithm is the best choice for all conditions [24]. In-
stead, good-performing partitioning algorithms need to be dynamically selected
and invoked during run-time by a meta-partitioner [12, 13, 25, 26]. The meta-
partitioner is a framework that automatically selects, configures, and invokes
the best predicted partitioning algorithm with respect to the current applica-
tion and computer state.

At the core of the meta-partitioner is a compilation of performance data for
a large number of partitioning algorithm and SAMR application states. Each of
the application states has been carefully characterized using metrics like amount
of refined area, aspect ratio, density of patches, and patch sizes. During run-
time, the current application state is compared against the characteristics of the
application states used to collect the the performance data. The most similar
stored application state is recorded. Given the most similar application state,
the partitioning algorithm with the best performance is selected and invoked.
The workflow of the meta-partitioner is illustrated in Figure 4.

Fig. 4. Sample scenario showing the meta-partitioner role in the workflow of an appli-
cation.

Without an accurate matching of the current and stored application states,
the stored partitioning performance data will not be valid for the current ap-
plication state. This can potentially result in the selection of bad-performing
partitioning algorithms.

The matching of the current and the stored application state is performed
in the newly developed CharacterizationComparator component. The charac-
teristic data for all application states are stored in the database by using the
MetaDB component. At each re-partitioning, the characteristics of the current ap-
plication state are sent to the CharacterizationComparator. A weighted least
square sum is computed for each combination of current and stored application
characteristics. Accessing and using the MetaDB during run-time has several
benefits. The implementation of the matching is can be made less involved. It
is also easy to expand the MetaDB with new application states. The accuracy
of the matching is heavily influenced by the weights used for the least square
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sum. Using the MetaDB, these weights can be easily tuned for the most accurate
matching.

4 Related Work

Adaptive software for scientific computing is an area of emerging research, as
evidenced by numerous recent projects and related work [5,8,10,14–16,23,28,30–
33]. Many approaches to addressing different aspects of adaptive execution are
represented in these projects, from compiler-based techniques to development of
new numerical adaptive algorithms.

Unlike these efforts, our approach is specifically targeted at large-scale paral-
lel computations and relies on high-level interface specifications and technologies
tailored for scientific computing. In designing our CQoS interfaces and middle-
ware components, we rely on the existing high-performance infrastructure pro-
vided by the CCA, in which multiple component implementations conforming to
the same external interface standard are interoperable, and the runtime system
ensures that the overhead of component substitution is negligible.

A substantial number of tools for performance analysis exist, including TAU
and PerfExplorer [11], Prophesy [29], SvPablo [22], and others. Each tool de-
fines its own performance data representation and storage, from custom ASCII
representations or XML to SQL, DB2, or Oracle databases. To our knowledge,
the research discussed in this paper is the first attempt to provide language-
independent component interfaces and corresponding implementations for per-
formance database manipulation, specifically targeting parallel scientific appli-
cations. This approach supports multiple underlying representations and does
not preclude the use of existing non-component performance analysis tools.

5 Conclusions and Future Work

We have introduced our prototype component software for managing perfor-
mance data and associated metadata for high-performance component appli-
cations. These components are part of larger CQoS infrastructure, which has
the goal of enabling automated component selection and (re)configuration of
component-based scientific codes.

This paper focused mainly on the components that provide support for stor-
ing and manipulating performance information and associated metadata. There
is also related ongoing work on the analysis infrastructure for identifying per-
formance bottlenecks and deriving performance metrics that can be used later
to identify configuration parameters and component instances that satisfy given
performance or quality requirements.
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